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Abstract

Tracking-by-detection has proven to be the most successful strategy to address the task of tracking multiple targets in unconstrained scenarios [e.g. 40, 53, 55]. Traditionally, a set of sparse detections, generated in a preprocessing step, serves as input to a high-level tracker whose goal is to correctly associate these “dots” over time. An obvious shortcoming of this approach is that most information available in image sequences is simply ignored by thresholding weak detection responses and applying non-maximum suppression. We propose a multi-target tracker that exploits low level image information and associates every (super-)pixel to a specific target or classifies it as background. As a result, we obtain a video segmentation in addition to the classical bounding-box representation in unconstrained, real-world videos. Our method shows encouraging results on many standard benchmark sequences and significantly outperforms state-of-the-art tracking-by-detection approaches in crowded scenes with long-term partial occlusions.

1. Introduction

Despite remarkable progress, automated tracking of multiple targets in unconstrained, crowded environments remains to a large degree unsolved. Noisy and imprecise measurements, long-term occlusions, complicated dynamics and target interactions all contribute to its complexity. Tracking-by-detection has become the method of choice for approaching this problem [40, 55, 56] as it is able to reduce the complexity dramatically by only taking a restricted set of measurements – namely non-maxima suppressed object detections – into account. An obvious downside of this approach is that most of the information available in a video sequence is simply ignored. While state-of-the-art object detectors have reached acceptable performance, both in terms of accuracy [16] and in terms of speed [4, 46], they still consistently fail in cases of occlusion where only a part of the entire object is visible.

We argue that it is beneficial to consider all image evidence to handle tracking in crowded scenarios. In contrast to many previous approaches, we aim to assign a unique target ID not only to each individual detection, but to every (super-)pixel in the entire video (cf. Fig. 1). This low-level information enables us to recover trajectories of largely occluded targets since the partial image evidence of the superpixels often persists even in the absence of detections.

In common with some other approaches [37, 40, 41, 43] we formulate the problem as one of finding a set of continuous trajectory hypotheses that best explains the data, but our approach differs in that we take account of the low-level information in scoring the trajectory hypotheses. We do this by modelling the problem as a multi-label conditional random field (CRF). We show how through judicious and justifiable modelling choices, the CRF energy is submodular and so can be addressed with well-studied optimization techniques such as $\alpha$-expansion. Our main contributions are:

- a new CRF model that exploits a lot more of the image evidence, including high-level detector responses and low-level superpixel information;
- fully automated segmentation and tracking of an unknown number of targets;
- a complete state representation at every time step that naturally handles occlusions (as opposed to [13, 22]).

Our experimental evaluation on a set of standard, publicly available sequences confirms the advantage of exploiting partial evidence. We are able to improve the recall by 10% on average, while reducing the number of ID switches.

2. Related Work

Multi-target tracking has been and still is an extremely popular research field in computer vision [39]. In this
section we will only review some closely related work on tracking-by-detection and segmentation-based methods.

**Tracking-by-detection** is by far the most explored strategy for multi-target tracking [1, 20, 28, 37, 45, 55, 56]. The main task is split into (i) obtaining a set of independent target measurements and (ii) resolving the identities of these measurements (performing data association) and connecting them into consistent trajectories. This second part is a lot more challenging than single-target tracking, because the number of possible assignments is exponential in the number of targets and in the number of frames. As a consequence, most formulations aim to either approximate the problem or to find a locally optimal solution.

Early concepts for tracking multiple targets include the multi-hypothesis tracker (MHT) [45] and the joint probabilistic data association (JPDA) [20]. The former builds a hypothesis tree over several frames and aims to find the optimal assignment after heuristic pruning. The latter provides a probabilistic interpretation of all permissible target-to-measurement assignments and relies on gating to keep the problem tractable. More recently, the task has been cast, among others, as integer linear program [5, 28], network flow problem [44, 56], quadratic boolean program [37], continuous or discrete-continuous energy minimization [2, 40], generalized clique graphs [15, 55], and maximum weight-independent set problem [9]. Some can be solved optimally [5, 28, 34, 56], but are rather restrictive in their models, by reducing the target state space only to existing measurements [11, 34, 36, 56], or to a regular lattice [5]. Others are more general but yield complex optimization problems. All of the aforementioned methods have in common that they operate on a set of object detections, which means that all image evidence below a certain likelihood is suppressed and discarded.

To exploit additional image evidence from partially occluded targets, different ideas have appeared in the literature. Izadinia et al. [27] make use of the individual part responses of the DPM detector [18] and incorporate these into a “Multiple People Multiple Parts” tracker. Final high-level trajectories are then merged with the network flow formulation [44, 56]. Leibe et al. [37] couple the detection task with trajectory estimation to exploit weak detection responses during partial occlusions. Tang et al. [50] propose an explicit multi-person detector that can provide detection pairs of side-view pedestrians. That work has also been extended to the more general case of learning occlusion patterns that are a-priori unknown, by analysing tracking failures [49].

**Segmentation and Tracking.** Semantic image segmentation is the task of assigning every pixel to one particular class label from a predefined set. It is considered an important part of general scene understanding and has been extensively studied in the past [17, 30–32, 47]. Video segmentation [10, 23] extends this idea to video volumes instead of image planes, with the goal of assigning the same label to all pixels that belong to the same semantic object, throughout the entire video sequence.

Video segmentation techniques have also been applied in the realm of multi-target tracking. Bibby and Reid [8] employ the level-set framework to track contours of multiple objects with mutual occlusions, in real time. However, a manual initialization in the first frame is required, which also determines the number of objects. A similar idea, specifically for pedestrian tracking, is also followed in [26, 43]. The method [43] uses a contour tracker to bridge the gaps between sparse HOG detections, and [26] propose a more fine-grained appearance model to better discriminate between foreground and background pixels. The contour representation is however prone to fail when a target becomes occluded.

More recently, Fragkiadaki and Shi [21] have formulated multi-target tracking as clustering of low-level trajectories, so as to enhance tracking in cluttered situations where detectors usually fail. In their following work [22] short, detection-based tracklets are added as high-level cues. Chen et al. [13] aim to label supervoxels with their respective target identities (or as background), which is similar in spirit to our work. To that end, they propose a simple greedy optimization scheme based on label propagation with constraints. Again, the segmentation masks in the first frame are marked manually. One limitation of the approaches above is their inherent inability to track targets through full occlusion [13, 22]. In addition, a target’s state (i.e. its location) is only defined implicitly by the segmentation [13], which makes it rather difficult to estimate the full extent in case of (partial) occlusion. Our proposed method overcomes both limitations by explicitly modelling the continuous state of all targets throughout the entire sequence as a volumetric state.

### 3. Approach

Given a video sequence of \( F \) frames, our goal is to segment and track all targets within the sequence. More precisely, we seek to estimate the size and location (given by a bounding box) of each target in every frame, and the association of every detection to a target trajectory, and the association of every pixel, either to the background or to one of the target trajectories.

Our high-level approach to this problem is similar to [2, 41]: we generate an overcomplete set of trajectory hypotheses and then optimize an objective that chooses which hypotheses participate in the solution. This objective must capture agreement with image evidence along with our prior beliefs about the properties of valid trajectories such as their continuity, dynamics, etc. The details of the trajectory hy-
Table 1: Notation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V = D \cup S$</td>
<td>The set of all random variables is a union of superpixel and detections variables.</td>
</tr>
<tr>
<td>$E_S, E_T, E_D$</td>
<td>All pairwise edges build spatial, temporal and detection cliques.</td>
</tr>
<tr>
<td>$\phi, \psi$</td>
<td>Unary and pairwise potentials</td>
</tr>
<tr>
<td>$\psi^\lambda$</td>
<td>Global potential (label/trajecotry cost)</td>
</tr>
<tr>
<td>$T$</td>
<td>Trajectory (4D spline)</td>
</tr>
<tr>
<td>$M, I_M(\cdot)$</td>
<td>Object shape mask and its intensity</td>
</tr>
</tbody>
</table>

hypothesis generation are deferred to Section 6. However, while previous work of this ilk has typically discarded all information other than object detections and modelled trajectories as space-time curves, we propose a more accurate volumetric state representation and a more sophisticated approach to hypothesis evaluation, making use of pixel-level information and aiming to explain all of the image data.

We formulate the assignment of detections and (super-) pixels to trajectory hypotheses as a multi-label conditional random field (CRF) with nodes $V = V_S \cup V_D$ and edges $E$, where $V_S$ represents all superpixel nodes and $V_D$ all detection nodes. Each random variable $v \in V$ can take on a label from the label set $L = \{1, \ldots, N, \emptyset\}$, which can be either a unique target ID or the background (false alarm) label $\emptyset$. $N$ is the number of trajectory hypotheses, in general much greater than the actual number of targets. Thus, label IDs and trajectory hypotheses are equivalent for our purposes. If a label is assigned to a superpixel or detection that means that the trajectory hypothesis corresponding to that label participates in the solution. A trajectory hypothesis used in the solution is said to be in the active set $T^*$. $N$ defines the neighbourhood system on the graph; the edge set $E = E_S \cup E_T \cup E_D$ includes spatial and temporal relations between neighbouring superpixels, as well as hyper-edges $E_D$ connecting superpixels with each detection bounding box that encloses it (cf. Sec. 4.5).

We aim to find the most probable labelling $v^*$ for all nodes given the observations, which is equivalent to minimizing the corresponding Gibbs energy: $v^* = \arg \min_v E(V)$. We define the energy as follows:

$$E(V) = \sum_{s \in V_S} \phi^{V_S}(s) + \sum_{d \in V_D} \phi^{V_D}(d) + \sum_{(v, w) \in E} \psi(v, w) + \psi^\lambda,$$

(1)

with unaries $\phi^{V_S}$ and $\phi^{V_D}$ and pairwise potentials $\psi$.

By involving the pixel (or superpixel) information in the optimization we enable the label IDs to persist even when there is no explicit detector evidence. As we show in the results section (7), this has the effect of boosting recall significantly, especially in scenes exhibiting significant density of targets and occlusion.

An important aspect one has to consider when posing multi-target tracking as a multi-labelling problem is that the number of labels (i.e. the number of distinct trajectories) in the final solution must be inferred during optimization, because targets may enter and exit the field of view. This is in contrast to problems like image segmentation, where the number of semantic classes is typically defined a priori. To restrict the number of trajectories from growing arbitrarily high it is therefore necessary to include a regulariser, which favours solutions with fewer labels. We model this by a global factor $\psi^\lambda$ that also acts as a trajectory-specific prior (see Section 5).

In developing the energy one must take into account the tractability of optimization. In the following section, we will formally define the individual components of the energy $E$ from eq. (1). Our design ensures that the overall energy is submodular and therefore one can apply the standard $\alpha$-expansion algorithm to find a local minimum efficiently.

4. CRF model

We now discuss the components of the CRF energy in more detail. Our notation is summarized in Tab. 1 and the CRF model (without the label cost) is illustrated in Fig. 2.

4.1. Trajectory model

The motion of each target is modelled as a space-time tube with a rectangular cross-section, represented by a 4D spline $\mathbb{R} \rightarrow \mathbb{R}^4$, $T(t) \mapsto (x, y, w, h)^\top$, with explicit temporal start and end points $s$ and $e$. Here, $x, y$ are image coordinates of the target’s foot position, while $w, h$ are the extents of its bounding box. We choose this very generic representation in order to keep our model flexible, so that it remains applicable to any target class, without requiring a camera calibration or any additional information. We will use $T_l(t)$ to refer to a specific state component $c \in \{x, y, w, h\}$ at time $t$. 

![Figure 2: Schematic view of our CRF model for two consecutive frames, showing superpixel nodes $d \in V_D$ and only a subset of the pairwise edges $E$ (to keep the figure readable).](image)
4.2. Object Shape

Although the bounding box representation of the target (cf. Sec. 4.1) keeps the search space manageable, it is a rather crude approximation of the actual shape. For our purpose of segmenting each target, we will therefore use an additional shape prior on multiple occasions within our model. An object-specific foreground mask $M$ is obtained by averaging multiple annotated silhouettes. In our case, we have used all 2111 annotations of pedestrians from the UrbanStreet dataset [24] to obtain $M$.

4.3. Observation Model

4.3.1 Target Detections

Like most approaches, we rely on a standard pedestrian detector (we use [14, 51], based on a linear SVM with HOG and HOF features) to obtain a set of putative target locations $D$. It is well known that state-of-the-art object detectors only work reliably up to a certain degree of occlusion. However, in many real-world scenarios, people occasionally are occluded for long time periods, e.g. when walking in a group or when the person density simply gets too high. To track those targets reliably, it is essential to give the tracker access to the very partial information that is still available in the image.

4.3.2 Foreground-background segmentation

To separate foreground (objects) from background, we train a linear SVM online for each (sub)sequence. Note that we do not need any manual supervision but solely rely on the detector output described in the previous section. Positive and negative training samples are obtained by clustering, similar to [48]: The set of negative samples (superpixels) is generated in two ways: (i) randomly from all image regions outside detection bounding boxes; (ii) explicitly around confident detection boxes to collect a more discriminative set. All negative samples are then clustered into 5 clusters using k-means with mean colour in $Lab$ colour space as feature. Subsequently, all superpixels in the entire sequence are sorted according to the distance to their nearest cluster centre and the last 5%, i.e. those farthest from any background cluster, are taken as positive samples (cf. Fig. 3).

Finally, a linear SVM is trained using only $Lab$ colour channels as features and each superpixel $s_i$ is assigned a likelihood based on its SVM score:

$$ F^i = \frac{1}{1 + \exp^{-\text{score}}} $$

(2)

4.4. Unaries

We define two types of unary potentials, $\phi^{VD}$ and $\phi^{VS}$ for detection and superpixel nodes, respectively.

4.4.1 Detections

The cost of labeling a node $d_i \in V_D$ as target $j$ is defined as

$$ \phi^{VD}(d_i \mapsto j) = w_D \cdot \left(1 - \frac{D_i \cap T_j}{D_i \cup T_j}\right) $$

(3)

and measures the overlap of that detection and any given trajectory hypothesis. The cost of assigning a false positive label to a detection is set to $\phi^{VD}(d_i \mapsto \emptyset) = w_D \cdot d_i^c$, where $d_i^c \in [0, 1]$ is the detection confidence value.

4.4.2 Superpixels

The unary potentials for the set of superpixels $V_S$ model the likelihood of a superpixel $s_i \in V_S$ belonging to a particular target. We use colour and optic flow as features and combine both linearly to obtain: $\phi^S = \phi^{col} + \omega\phi^{of}$.

Colour. The former is defined $\forall j \in \{1, \ldots, N\}$ as

$$ \phi^{col}(s_i \mapsto j) = \begin{cases} 1 - w_M \cdot F^i, & S_i \cap T_j \neq \emptyset \\ \infty, & \text{otherwise} \end{cases} $$

(4)

where $S_i$ is the set of all pixels belonging to superpixel $s_i$. The weight is set to $w_M = I_M(s_i^e)$, i.e. the intensity of the object prior mask $M$ at the location of the superpixel $s_i$, positioned at its tentative location $T_j$. The cost for labelling $s_i$ as background is defined as $\phi^{col}(s_i \mapsto \emptyset) = F^i$.

Optic Flow. The deviation between the mean optic flow $\bar{s}_i$ of a superpixel $s_i$ and the trajectory $j$ is

$$ \phi^{of}(s_i \mapsto j) = \begin{cases} w_M \cdot ||\bar{T}_j - \bar{s}_i||, & S_i \cap T_j \neq \emptyset \\ \infty, & \text{otherwise} \end{cases} $$

(5)

where $\bar{T}_j$ is the velocity of target $j$, and $w_M$ the prior mask weight as above.

4.5. Pairwise Edges

Spatial neighbours. The set of spatial edges $E_S$ consists of all neighbouring superpixels in the image, i.e.

$$ E_S = \{(s_i, s_j) | s_i \in N_S(s_j) \} $$

(6)

In other words, two superpixels are connected if they share an edge in image space.

Temporal neighbours. To obtain the temporal neighbourhood $E_T$ we first run the temporal superpixel segmentation (TSP) method of Chang et al. [12] and insert a temporal edge between all superpixels with the same ID in adjacent frames, i.e.

$$ E_T = \{(s_i^t, s_j^{t+1}) | \text{TSP}(s_i) = \text{TSP}(s_j) \} $$

(7)
Both for spatial and for temporal connections, the weight of an edge is set according to the mean colour difference:
\[
    E^W(s_i, s_j) = \frac{1}{1 + \|Lab(s_i) - Lab(s_j)\|} \quad (8)
\]

**High-order cliques.** Finally, the edges \( E_D \) connect each superpixel with every detection node that contains it (or none):
\[
    E_D = \{(s_i, d_j)|S_i \cap D_j \neq \emptyset\}, \quad (9)
\]
forming higher-order cliques, closely related to a \( P^N \)-Potts potential [29], which can still be solved efficiently. Here, the weight \( E^W \) for each edge is a product of the detection’s confidence and the likelihood of a particular superpixel to be labelled as foreground, according to the expected object shape:
\[
    E^W(s_i, d_j) = d_j^s \cdot I_M(s^x) . \quad (10)
\]

The high-order cliques enforce consistent labelling within each detection window, which is similar in spirit to the work of Ladicky et al. [33]. However, our energy includes a parsimony prior modelled as the label cost, which is crucial in the setting with an unknown number of classes.

The potentials for all three edge types take on the same form, to enforce consistent labelings between neighbouring nodes:
\[
    \psi(s_i, s_j) = w_\psi \cdot [s_i \neq s_j], \quad (11)
\]
where \([\cdot]\) is the indicator function.

**5. Trajectory cost**

Having a complete, global representation of target location and motion, it is straightforward to impose a prior on each trajectory. The total prior cost consists of several components outlined below. Note that \( \psi^\lambda_{\text{dyn}}, \psi^\lambda_{\text{per}}, \) and \( \psi^\lambda_{\text{reg}} \) were previously proposed in [2, 41], while \( \psi^\lambda_{\text{hgt}}, \psi^\lambda_{\text{ar}}, \) and \( \psi^\lambda_{\text{lik}} \) are novel and applicable to the volumetric representation with per-pixel likelihood model introduced in this paper.

**Height.** It reasonable to assume that all targets of a particular class have approximately the same size in 3D space and move on a common ground plane. To prevent unlikely trajectories, whose bounding boxes are either too small or too large, we apply a higher penalty to hypotheses that substantially deviate from the expected target size \( \mathcal{H} \). This value is estimated in a data-driven fashion for each sequence, as a pre-processing step. In some cases, the mean size of all highly confident detections may be sufficient. However, to account for perspective distortion, our cost depends on the image location \((x, y)\). In particular, we fit a plane \( \mathcal{H} : \mathbb{R}^2 \rightarrow \mathbb{R} \) through the 25\% strongest responses to obtain an approximate estimate of the target height at every image location. This simple procedure is sufficient for a rough estimation of the target size, without the need for camera calibration. The height prior is then incorporated into the overall trajectory cost as
\[
    \psi^\lambda_{\text{hgt}}(T) = w_{\text{h}} \cdot \sum_{t=s}^{e} \left| T(t)_h - \mathcal{H}(T(t)_x, T(t)_y) \right| . \quad (13)
\]

**Shape.** Following up on the discussion above, targets are also expected to have similar shape. Here, we assume a mean aspect ratio \( \rho = \frac{5}{12} \) for pedestrians and penalize the deviation as
\[
    \psi^\lambda_{\text{ar}}(T) = w_{\alpha} \cdot \sum_{t=s}^{e} \left( T(t)_w/T(t)_h - \rho \right)^2 . \quad (14)
\]

**Dynamics.** As a motion prior (a.k.a. dynamic model) we
adopt the popular constant velocity model:

$$\psi_{\text{dyn}}^\lambda(T) = w_d \cdot \sum_{t=s}^e (\tilde{v} - \tilde{T}(t))^2,$$  \hspace{1cm} (15)

where $\tilde{T}(t)$ is the target’s velocity at time $t$ and $\tilde{v}$ is an offset to penalize deviations from an expected average velocity. We found it beneficial to furthermore apply a small penalty to completely still-standing targets, so as to reduce false positive trajectories on the static background (cf. [41]).

**Persistence.** A persistence cost

$$\psi_{\text{per}}^\lambda(T) = w_p \{ [s > 1] \cdot B(T(t)) + [e < F] \cdot B(T(t)) \} \hspace{1cm} (16)$$

is applied to every trajectory that initiates or terminates unexpectedly. $B(T(t))$ is 1 if the distance to the closest image border exceeds a threshold, and 0 otherwise. This prior reduces track fragmentations and enforces long trajectories.

**Image likelihood.** To assess whether a trajectory hypothesis correctly explains a target, we exploit the relation of the per-pixel foreground/background likelihood described earlier in Sec. 4.3.2 and the object shape mask $M$ from Sec. 4.2. Intuitively, the object likelihood at each pixel location should roughly correspond to this mask. Therefore, we define the image likelihood cost for a hypothesis as

$$\psi_{\text{lik}}^\lambda(T) = w_{\lambda} \cdot \sum_{t=s}^e \sum_{i \in S} I_M(s_i^x) \cdot (I_M(s_i^x) - F^i)^2,$$ \hspace{1cm} (17)

where $s_i^x$ is the location of superpixel $s_i$ relative to the hypothesis’ bounding box.

**Parsimony.** Finally, a constant Occam prior $\psi_{\text{reg}}^\lambda$ is added to prevent a proliferation of trajectories with too little overall support.

### 6. Implementation

As noted above, our algorithm relies on an over-complete set of trajectory hypotheses (or label IDs) from which to construct a solution by minimizing the CRF energy in Eq. (1). The set of initial trajectory hypotheses is generated by (i) the fast dynamic programming method of [44]; and (ii) a context-free tracker [25], started independently from the most confident detections and run both forward and backward in time.

This initial set is used to begin optimisation of the CRF. As the energy (1) is submodular, one can apply the standard $\alpha$-expansion algorithm to find a local minimum efficiently. After each $\alpha$-expansion iteration, the hypothesis space is modified to allow for a broader exploration of the solution space. Similar to [41], active trajectories are extended and shrunk in time; merged to form longer, more plausible trajectories; and newly generated from those detections that are not covered by any hypothesis. For the last option, constant velocity tracklets of four frames ($d_{t-2}$ : $d_{t+1}$) are fitted assuming low velocity, respectively taking into account close-by detections if available to get a more accurate velocity estimate. To ensure that the number of trajectory hypotheses remains manageable, we remove those that have never been picked by the optimizer during the two most recent iterations, and those whose label cost surpasses the total energy. The optimisation terminates when $\alpha$-expansion cannot find a lower energy, the maximal number of iterations (15) has been reached, or a pre-defined time limit (12 seconds per frame) has been exceeded.

Before presenting experimental results, we also draw attention to a number of implementation factors, to ensure the reproducibility of our method.

**Parameters.** All parameters are determined automatically by randomly sampling the parameter space as proposed by Bergstra and Bengio [6]. We choose a single parameter set (optimized for MOTA) for all sequences. We found that the amount of occlusion in a scene has a great influence on performance and also on the best choice of parameters. As a proxy for the overall amount of inter-target occlusion, we find the minimum distance between all pairwise detections in each frame and average it across frames to obtain the “mean minimum distance” $\bar{d}$ between detections. This value is then used to modulate the weight of the unary potential for superpixels $\phi_{vs}$ in the energy function according to $w_\phi = 1/\bar{d} \ast w_\phi$; the intuition behind this “occlusion-level specific energy” being that in heavily occluded scenes, where detection is less reliable, it is advantageous to have greater trust in low-level evidence (in our case superpixels), so as to recover largely hidden trajectories.

**Pruning.** To speed up the optimization, all superpixel nodes that do not intersect with any trajectory hypothesis are discarded from the graph. Note that this does not change the energy because the unaries would force the optimization to label those pixels as background anyway (cf. Eqs. (4-5)).

**Sliding window.** To process video sequences of arbitrary length, we run the optimization over temporal sliding windows of 50 frames at a time, with an overlap of 5 frames. The final result is obtained by bipartite matching of trajectories between adjacent windows, using the Hungarian algorithm.

### 7. Experiments

#### 7.1. Segmentation

Although the main focus of our paper lies in multi-target tracking, we conduct a small experiment to demonstrate the
table 2: quantitative segmentation results on PETS-S2L2.

<table>
<thead>
<tr>
<th>Method</th>
<th>cl. err.</th>
<th>per-reg. err.</th>
<th>over-seg.</th>
<th>extr. obj</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSP [12]</td>
<td>4.03</td>
<td>29.30</td>
<td><strong>1.17</strong></td>
<td>5</td>
</tr>
<tr>
<td>Greedy</td>
<td>4.13</td>
<td>25.63</td>
<td><strong>1.17</strong></td>
<td>7</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>3.56</strong></td>
<td><strong>24.34</strong></td>
<td>1.42</td>
<td>7</td>
</tr>
</tbody>
</table>

Fidelity of the segmentation that we obtain as a by-product of our optimization. We compare our segmentation to two baselines. TSP is a semi-supervised method that requires a manual initialization in the first frame and then aims to label all superpixels in consecutive frames in a consistent manner [12]. The second one labels all foreground superpixels ($P ≥ .5$) inside bounding boxes obtained by a state-of-the-art tracker [41] in a greedy fashion. To quantify the segmentation performance, we compute four standard error metrics on 5 manually annotated frames of the challenging PETS-S2L2 sequence: the clustering error (percentage of misclassified pixels); the per-region error (average ratio of wrongly labelled pixels per ground truth mask); the number of segments that cover each mask; and the number of extracted objects (those correctly segmented in at least 90% of their area). The quantitative evaluation is summarized in Tab. 2. Video segmentation in this setting turns out to be a very challenging task, even for a human. Our method, although not specifically tuned for this task, is able to outperform the two baselines.

7.2. Tracking

A meaningful quantitative evaluation and comparison of multi-target tracking methods to this day remains a surprisingly difficult task [42]. This is – among other reasons – due to a large and growing number of imprecisely defined evaluation metrics, and even ambiguities in ground truth annotations. We proceed pragmatically and attempt an extensive experimental evaluation and an exhaustive comparison to previously published results, using a collection of the most popular datasets. To facilitate a meaningful comparison for future researchers, we make our code, our data and evaluation scripts [40, 53], to guarantee transparency of the quantitative evaluation.

Further to precision and recall, we report the frequently used CLEAR MOT metrics [7] MOTA and MOTP (abbreviated as TA and TP). The former (tracking accuracy) incorporates the three major error types (missing recall, false alarms and identity switches (ID)) into a single value, such that 100% corresponds to a perfect result with no errors. MOTP (tracking precision) is a measure for the localization error, where 100% again reflects a perfect alignment of the output tracks and the ground truth. Finally, we also quote three popular metrics proposed in [38]. The first two reflect the temporal coverage of true trajectories by the tracker, quantized into three classes: mostly tracked (MT, > 80% overlap), mostly lost (ML, < 20%), and partially tracked (all others; not shown). The last value we give counts how many times each track is fragmented (FM).

Due to limited space we only show quantitative results averaged over a set of sequences and provide fully detailed tables with further metrics in the supplemental material. The results are quantified in three different settings, found in various publications:

1. Evaluated on the ground plane in scene space, with a 1m threshold (Tab. 3).
2. Same as before but only a rectangular tracking area on the ground is considered (Tab. 4).
3. Evaluated in the image plane with intersection-over-union of bounding boxes as matching criterion (Tab. 5).

The average numbers are shown for six, five and two sequences, reflecting the respective publication. To remain consistent with previously reported numbers we follow the exact same evaluation protocol as all other approaches [3, 40, 41, 52] and use publicly available code [40, 53] for evaluation.

Datasets. We have tested our method on seven public sequences totalling over 2,200 frames. Six are part of the widely-used PETS 2010 Benchmark [19], showing a large variability in person count and dynamic behaviour. Five of them contain many long-term occlusions, which make it extremely challenging to detect and track all pedestrians. The last sequence is TUD-Stadtmitte, showing pedestrians in the street filmed from eye level. Segmentation and tracking are challenged by low contrast and similar clothing.

Table 3: Evaluation in scene space, averaged over six sequences: S2L1, S2L2, S2L3, S1L1-2, S1L2-1, TUDS.

<table>
<thead>
<tr>
<th>Method</th>
<th>TA</th>
<th>TP</th>
<th>Rcll</th>
<th>Prcn</th>
<th>MT</th>
<th>ML</th>
<th>ID</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td>cl2 [22]</td>
<td>23.1</td>
<td>63.5</td>
<td>41.1</td>
<td>77.1</td>
<td>2</td>
<td>13</td>
<td>50</td>
<td>72</td>
</tr>
<tr>
<td>DP [44]</td>
<td>42.1</td>
<td><strong>65.1</strong></td>
<td>53.4</td>
<td>91.8</td>
<td>8</td>
<td>11</td>
<td>196</td>
<td>155</td>
</tr>
<tr>
<td>DCO [41]</td>
<td>55.7</td>
<td>63.6</td>
<td>61.7</td>
<td><strong>93.1</strong></td>
<td>11</td>
<td>9</td>
<td>49</td>
<td>43</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>58.9</strong></td>
<td>63.3</td>
<td><strong>69.2</strong></td>
<td>88.0</td>
<td><strong>15</strong></td>
<td>6</td>
<td>54</td>
<td>50</td>
</tr>
</tbody>
</table>

Performance evaluation. Throughout, we use only publicly available detections, ground truth and evaluation scripts [40, 53], to guarantee transparency of the quantitative evaluation.

1. http://research.milanton.net/segtracking/
Figure 4: Qualitative tracking and segmentation results on the sequences S2L2 (top) and S1L1-2 (bottom).

Table 4: Evaluation in scene space within a pre-defined tracking area, averaged over 6 six sequences (top) and 5 sequences (bottom): S2L1, S2L2, S2L3, S1L1-2, S1L1-1.

<table>
<thead>
<tr>
<th>Method</th>
<th>TA</th>
<th>TP</th>
<th>Rcll</th>
<th>Prcn</th>
<th>MT</th>
<th>ML</th>
<th>ID</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM [40]</td>
<td>58.8</td>
<td>63.0</td>
<td>66.2</td>
<td>90.7</td>
<td>15</td>
<td>10</td>
<td>39</td>
<td>26</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>61.6</strong></td>
<td><strong>64.2</strong></td>
<td><strong>71.6</strong></td>
<td>88.6</td>
<td>18</td>
<td>7</td>
<td>35</td>
<td>30</td>
</tr>
<tr>
<td>H²T [52]</td>
<td>61.6</td>
<td>62.7</td>
<td>65.2</td>
<td><strong>95.9</strong></td>
<td>19</td>
<td>8</td>
<td><strong>35</strong></td>
<td>47</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>65.3</strong></td>
<td><strong>66.5</strong></td>
<td><strong>73.3</strong></td>
<td>91.2</td>
<td>22</td>
<td>7</td>
<td>42</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 5: Evaluation in image space on S1L1 and S1L2.

<table>
<thead>
<tr>
<th>Method</th>
<th>TA</th>
<th>TP</th>
<th>Rcll</th>
<th>Prcn</th>
<th>MT</th>
<th>ML</th>
<th>ID</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC [3]</td>
<td>76.6</td>
<td>61.8</td>
<td>91.9</td>
<td>85.9</td>
<td><strong>38</strong></td>
<td>1</td>
<td><strong>25</strong></td>
<td>28</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>77.7</strong></td>
<td><strong>72.2</strong></td>
<td><strong>88.4</strong></td>
<td><strong>89.7</strong></td>
<td>33</td>
<td>3</td>
<td>32</td>
<td><strong>54</strong></td>
</tr>
</tbody>
</table>

Table 6: Results on the MOTChallenge 2015 Benchmark.

<table>
<thead>
<tr>
<th>Method</th>
<th>TA</th>
<th>TP</th>
<th>Rcll</th>
<th>Prcn</th>
<th>MT</th>
<th>ML</th>
<th>ID</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMOT [54]</td>
<td>18.6</td>
<td>69.6</td>
<td>40.0</td>
<td>66.4</td>
<td>5.3</td>
<td>53.3</td>
<td><strong>684</strong></td>
<td>1282</td>
</tr>
<tr>
<td>CEM [40]</td>
<td>19.3</td>
<td>70.7</td>
<td><strong>43.7</strong></td>
<td>65.4</td>
<td>8.5</td>
<td><strong>46.5</strong></td>
<td>813</td>
<td>1023</td>
</tr>
<tr>
<td>MotiCon [34]</td>
<td>23.1</td>
<td>70.9</td>
<td>41.7</td>
<td>71.1</td>
<td>4.7</td>
<td>52.0</td>
<td>1018</td>
<td>1061</td>
</tr>
<tr>
<td>SegTrack</td>
<td>22.5</td>
<td><strong>71.7</strong></td>
<td>36.5</td>
<td><strong>74.0</strong></td>
<td>5.8</td>
<td>63.9</td>
<td>697</td>
<td>737</td>
</tr>
</tbody>
</table>

MOTChallenge. We have also submitted our results to the recent MOTChallenge Benchmark2 [35]. The 2D MOT 2015 benchmark features 11 test sequences totalling over 5K frames, including moving and static cameras, different frame rates and image resolutions. Tab. 6 lists our results (SegTrack) along with three top public competitors at the time of submission. Our method performs on par with the state of the art but provides per-instance segmentation.

Qualitative results. Fig. 4 shows qualitative results of our method. Both the bounding box representation as well as the pixel-wise segmentation are overlaid on the input frames. Note how we can recover tracks that are largely occluded, as demonstrated e.g. by the person ID 12 (lower left) or 43 (upper right).

8. Conclusion

We presented a unified CRF model for joint tracking and segmentation of multiple objects in challenging video sequences. Our main innovation is to exploit all image evidence, in particular that of partially occluded objects. Compared to classical approaches based on object detections alone, we are able to significantly improve the number of recovered trajectories in crowded sequences, while at the same time obtaining plausible segmentation masks. In future work we plan to explore how to further improve the segmentation by investigating the influence of additional features.

2http://motchallenge.net
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