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Abstract

The problem of multi-target tracking is comprised of two distinct, but tightly coupled challenges: (i) the naturally discrete problem of data association, i.e., assigning image observations to the appropriate target; (ii) the naturally continuous problem of trajectory estimation, i.e., recovering the trajectories of all targets. To go beyond simple greedy solutions for data association, recent approaches often perform multi-target tracking using discrete optimization. This has the disadvantage that trajectories need to be pre-computed or represented discretely, thus limiting accuracy. In this paper we instead formulate multi-target tracking as a discrete-continuous optimization problem that handles each aspect in its natural domain and allows leveraging powerful methods for multi-model fitting. Data association is performed using discrete optimization with label costs, yielding near optimality. Trajectory estimation is posed as a continuous fitting problem with a simple closed-form solution, which is used in turn to update the label costs. We demonstrate the accuracy and robustness of our approach with state-of-the-art performance on several standard datasets.

1. Introduction

Research in multi-target tracking has shown significant progress in recent years. Nevertheless, current algorithms only achieve reasonable performance in comparably easy conditions with only few targets. As soon as the area of interest becomes crowded, the human ability to correctly identify and follow targets – when given sufficient time – still greatly exceeds automatic approaches.

Many of the most successful tracking methods at present perform \textit{tracking by detection}, i.e., the target is represented by an object model that can be detected in every frame independently [e.g., 20, 25], in some cases in combination with an online model to deal with lighting and appearance variation [e.g., 11]. The advantages of using an object detector are that it naturally handles re-initialization if a target has been lost, and that it avoids excessive model drift [7]. The detector yields the per-frame evidence for the presence of a target. Hence, when dealing with a single target, track-
fers, either because trajectories have to be pre-computed in absence of any data association [26, 27], or the trajectories are spatially discretized [2, 4]. Other techniques focus on trajectory estimation in a continuous state space, but limit the data association to a choice from a pre-computed set of potential labelings [17]. Sampling-based approaches [14, 19] have attempted to build a bridge between the discrete and continuous aspects, but remain relatively limited in the expressiveness of the underlying model.

In this paper we formulate data association and trajectory estimation jointly as the minimization of a consistent discrete-continuous energy, which treats each aspect in its natural domain. To that end we build on recent advances in multi-model fitting introduced by Delong et al. [9]. We show how to formulate multi-target tracking in that framework and extend the inference algorithm accordingly. Trajectories are modeled by piecewise polynomials, which can be fitted to a set of target hypotheses in closed form. Given these trajectories, data association is updated by \( \alpha \)-expansion, taking into account global trajectory properties such as the dynamics and persistence of moving objects through individual label costs. The two steps are alternated to minimize a single discrete-continuous objective, such that trajectory estimation can take advantage of data association and vice versa (cf. Fig. 1).

The present work thus makes the following contributions: (i) we formulate multi-target tracking as the minimization of a unified discrete-continuous energy; (ii) we demonstrate the applicability of the label-cost framework to the tracking problem; and (iii) extend this scheme to take into account the problem specifics, where measuring the goodness of a trajectory goes beyond the geometric fitting residual. To the best of our knowledge, this paper is the first to pose tracking as discrete-continuous optimization with label costs. As our experiments on various standard datasets indicate, this substantially increases the tracking accuracy while retaining the benefits of performing non-greedy data association.

2. Related Work

Tracking has been an active research topic in computer vision and other fields for several decades. In this review we thus concentrate on recent advances in visual multi-target tracking.

Multi-object tracking methods can be divided into two categories. The first only relies on the information from past frames to estimate the current state recursively. While early Kalman filtering approaches [21] only model linear target motion, more recent sample-based filters, such as particle filtering [6, 14], can deal with more complex multi-modal posteriors. However, the number of particles needed to accurately approximate the posterior in complex situations grows quickly and is hard to handle in practice.

The second category allows for a certain latency and globally solves for all trajectories within a given time window. In this case, it is common practice to restrict the optimization to a finite state space. One way to do this is to restrict the set of possible object locations, such as by requiring trajectories to exactly pass either through the individual detections [13], or through a set of pre-computed tracklets [26, 27]. The (near) optimal solution can then be found by linking the detections and tracklets by max-flow computation. A slightly different approach is presented in [17, 18], where a redundant set of putative trajectories is pre-computed, and the optimization takes place at the trajectory level by pruning to an optimal subset, formalized as a quadratic Boolean problem.

A different way to reduce the complexity is to subdivide the tracking area into disjoint, locally fully connected cells. Object motion is then described by binary occupancy variables for those cells, and the resulting problems are solved to (near) global optimality using LP-relaxation [2, 4].

Somewhat against the trend, [3] also belongs to the second group of non-recursive trackers, but relaxes all discrete variables to a completely continuous state space. This, however, results in a highly non-convex optimization with many local minima, which necessitate a heuristic energy minimization scheme with repeated jump moves.

Here, we aim for a mixed discrete-continuous formulation, which we feel is a more natural way to describe the situation: data association between target detections and trajectories is kept discrete, nonetheless trajectory fitting is performed in the continuous domain without artificially restricting the state space. The proposed formulation allows to improve target locations compared to the – necessarily noisy – detection evidence, and yields smooth target dynamics. Nevertheless, the data association continues to be amenable to well-established discrete optimization techniques for labeling problems, such as graph cuts [5, 16] and (tree-reweighted) belief propagation [e.g., 15]. In contrast to previous discrete-continuous approaches based on Markov Chain Monte Carlo (MCMC) sampling [14, 19], the label cost framework makes it rather easy to incorporate global trajectory properties into the formulation, such as high-order data fidelity, which penalizes trajectories that do not pass near detections for extended periods.

3. Discrete-Continuous Multi-Object Tracking

In agreement with the majority of recent multi-target tracking methods [e.g., 1, 4, 18, 27], we pursue tracking by detection. Targets (here, pedestrians) are separated from the background in a preprocessing step and form a set of target hypotheses, which are then used to infer the targets’ trajectories. We thus run a sliding window detector, based on SVM classification of histograms of oriented gradients (HOG) [8] and relative optical flow (HOF) [24]. The de-
target yields a set of target hypotheses $D$. We denote the $j^{th}$ detection at time $t \in \{1, \ldots, T\}$ as $d_j^t$, its location as $p_j^t \in \mathbb{R}^2$ and $c_j^t$ its confidence. If the camera calibration is available and a reliable depth estimate can be obtained, the $p_j^t$ represent $(x, y)$-coordinates on a ground plane. Otherwise, they correspond to pixel coordinates on the image plane. To emphasize the distinction between discrete and continuous variables, we write discrete ones in typewriter font (a, b, . . .) and continuous ones in italics (a, b, . . .). Discrete sets are denoted with bold capitals (A, B, . . .) and continuous ones with calligraphic letters (A, B, . . .).

Given the set of target hypotheses $D$, our goal is to identify a set of target trajectories $T = \{T_1, \ldots, T_n\}$. This implies that we also need to search for a data association $\ell$, which for each detection $d \in D$ assigns a label $\ell_d \in L = \{1, \ldots, n\} \cup \emptyset$. Thereby a detection is either identified as belonging to one of the trajectories or, using the additional outlier label $\emptyset$, identified as a false alarm. We eventually aim to perform multi-target tracking by minimizing a joint energy $E(T, \ell)$ w.r.t. the trajectories $T$ and the data association $\ell$. To ease understanding, we first introduce the component energies and unify them later.

3.1. Continuous trajectory model

In contrast to purely discrete approaches to multi-target tracking [2, 4], we represent individual trajectories in continuous space and use cubic B-splines for that purpose. This turns out to be a suitable representation for target motion in real world scenarios, as it avoids discretization artifacts and offers a good trade-off between model flexibility and intrinsic motion smoothness. More specifically, the spline for each trajectory $T_i : t \in \mathbb{R}_{0}^{+} \rightarrow (x, y)^T \in \mathbb{R}^2$ describes the target location $(x, y)^T$ for each point in time $t$. We assume that the spline has a varying number $c_i$ of control points and is parametrized by a coefficient matrix $C_i \in \mathbb{R}^{2c_i \times 4}$. We found that it is advantageous to explicitly model the temporal starting points $s_i$ and end points $e_i$ of each trajectory ($t \in [s_i - \Delta, e_i + \Delta]$), because the splines tend to take on extreme values outside their support otherwise, which results in highly unlikely motion patterns. To ensure that the spline does not take on extreme values immediately outside of $[s, e]$, which would prevent other detections in adjacent frames from being assigned to the trajectory later, we add a safety margin of $\Delta$ on either side.

If we for now suppose that we are already given a data association $\ell$, we can formulate the trajectory estimation problem as minimization of the energy

$$E^\ell_e(T) = \sum_{i=1}^n \left( E^\ell_e(T_i) + \hat{E}^\ell_e(T_i) \right),$$

where $E^\ell_e(T_i)$ models how well trajectory $T_i$ fits to the hypotheses assigned by $\ell$ and $\hat{E}^\ell_e(T_i)$ models the smoothness of $T_i$ on the safety margin. For each trajectory we aim to minimize the weighted Euclidean distance to each assigned target hypothesis in all valid frames:

$$E^\ell_e(T_i) = \sum_{t=s_i}^{e_i} \sum_{j=1}^{|D^t|} \delta[|a - b|] \cdot c_j^t \cdot ||p_j^t - T_i(t)||^2,$$

where $|D^t|$ is the number of detections in frame $t$. The Kronecker delta ($\delta[a - b] = 1$ if $a = b$, and 0 otherwise) ensures that only target hypotheses $d_j^t$ are counted that are assigned to trajectory $i$. On the safety margin the spline is fit to virtual locations $v_i^t$ obtained by linear extrapolation:

$$\hat{E}^\ell_e(T_i) = \sum_{s_i - \Delta < t \leq s_i + \Delta} ||v_i^t - T_i(t)||^2.$$
In all our experiments we use $\Delta = 2$. A convenient property of this cubic B-spline formulation is that minimizing Eq. (1) amounts to solving a weighted least squares problem, which can be done in a globally optimal fashion in closed form.

### 3.2. Discrete data association

Data association is often the most challenging aspect of tracking multiple targets. We formulate it as a multi-labeling problem, which has the advantage that powerful discrete optimization approaches can be leveraged. Recalling the notation from above, our goal is to estimate a labeling $\mathbf{f}$ that uniquely assigns each detection $d \in \mathbf{D}$ to one of the $N$ trajectory hypotheses $T = \{T_1, \ldots, T_N\}$, or identifies it as a false alarm using the outlier label $\emptyset$.

A large class of labeling problems in computer vision are formulated in terms of the minimization of an energy of a discrete, pairwise Markov random field. This also serves as the starting point to. To that end we identify each individual detection $d \in \mathbf{D}$ with a vertex of the graph $\mathbf{G} = (\mathbf{D}, \mathbf{E})$. Furthermore, all pairs of detections in adjacent frames whose distance is below a threshold $\tau$ are connected by an edge (cf. Fig. 3):

$$\mathbf{E} = \{(d^t, d^{t+1}) \mid \|p^t_j - p^{t+1}_k\| < \tau, t = 1, \ldots, T-1\}.$$  

The motivation for this is that nearby detections in adjacent frames should be encouraged to have the same trajectory. The motivation for this is that nearby detections in adjacent frames should be encouraged to have the same trajectory. The pairwise terms connect spatio-temporal neighbors and favor consistent labelings between them based on a simple generalized Potts potential:

$$E_{\mathbf{S}}(\mathbf{f}) = \sum_{d \in \mathbf{D}} U_d(\mathbf{f}_d, \mathbf{T}) + \sum_{(d, d') \in \mathbf{E}} S_{d, d'}(\mathbf{f}_d, \mathbf{f}_{d'}) ,$$  

consisting of a unary or data term $U_d$ for each vertex (detection) and a pairwise smoothness term $S_{d, d'}$ for each edge. Chains of vertices linked by such pairwise potentials can be viewed as probabilistic “soft tracklets”.

While minimizing the energy in Eq. (4) w.r.t. the labeling $\mathbf{f}$ is in general NP-hard, globally optimal solutions can be found in polynomial time for binary, submodular problems [16]. Moreover, well-proven approximate inference algorithms exist for the multi-label case [e.g., 5] and the non-submodular case [e.g., 15, 22].

**Data term.** As usual, the data term is responsible for keeping the solution close to the observed data. To stay consistent with Eq. (2), we use the squared Euclidean distance between the detection location $p^t_j$ and its associated trajectory $T_i$, weighted by the detection confidence $c^t_j$:

$$U_{d^t_j}(\mathbf{T}) = c^t_j \cdot \|p^t_j - T_i(t)\|^2 .$$  

If the detection is labeled as an outlier, it is penalized with a constant outlier cost $O$, again modulated by $c^t_j$:

$$U_{d^t_j}(\emptyset, \mathbf{T}) = c^t_j \cdot O .$$  

A low confidence score of the object detector usually means one of two things: either the output is a false alarm, or the bounding box is not properly aligned with the object. The data term incorporates this by penalizing a larger distance to a weak detection less than to a confident one (Eq. (5)). The weight of the outliers is similarly reduced (Eq. (6)), so as to promote false detections being labeled as outliers.

**Smoothness term.** The pairwise terms connect spatio-temporal neighbors and favor consistent labelings between them based on a simple generalized Potts potential:

$$S_{d^t_j, d^{t+1}_j}(\mathbf{f}_{d^t_j}, \mathbf{f}_{d^{t+1}_j}) = \eta \cdot \delta[\mathbf{f}_{d^t_j} - \mathbf{f}_{d^{t+1}_j}] .$$  

### 3.3. Discrete-continuous tracking with label costs

Due to the choice of formulations for both trajectory estimation and data association, it is now possible to unify them in a single, consistent energy function:

$$E(\mathbf{T}, \mathbf{f}) = \sum_{d \in \mathbf{D}} U_d(\mathbf{f}_d, \mathbf{T}) + \sum_{(d, d') \in \mathbf{E}} S_{d, d'}(\mathbf{f}_d, \mathbf{f}_{d'}) + \sum_{i=1}^N E^{te}_{v}(T_i) + \kappa \cdot h(\mathbf{T}) .$$  

To understand this formulation, it is instructive to first consider the case when the last term is not active (i.e. $\kappa = 0$). In this case minimizing Eq. (8) w.r.t. the trajectories $\mathbf{T}$ given a fixed labeling $\mathbf{f}$ is equivalent to trajectory estimation, i.e. minimizing Eq. (1), and minimizing it w.r.t. the labeling $\mathbf{f}$ given fixed trajectories $\mathbf{T}$ is equivalent to data association, i.e. minimizing Eq. (4). However, alternating minimization of such an objective will not lead to the desired result. The most obvious problem (but not the only one) is that neither of the two parts includes a model selection term to regularize the number of trajectories. Given the variable number of targets, the alternation would thus overfit by instantiating more trajectories to reduce the fitting error.
To overcome the problem we follow the recent work of Delong et al. [9] and rely on a so-called label cost term $h^l(T)$, which specifies a cost that is applied to each label and takes effect as long as the labeling contains this label at least once. More specifically, our label cost term $h^l(T)$

- integrates a dynamic model and keeps trajectories within physical limits,
- enforces long, persistent trajectories, by penalizing long sections of missing evidence, as well as tracks that start or end far from the image border,
- discards mutually competing hypotheses that cannot exist simultaneously, and finally
- we now turn to the individual components of the label cost.

**Dynamics.** In real world tracking applications, some prior information is usually available about the targets’ motion. Most importantly, their velocity is bounded by physical constraints. We therefore impose a penalty on the cubic coefficient of the splines, which carries the predominant influence on the maximal velocity. The resulting label cost for trajectory $T_i$ is defined as

$$h_i^{dyn} = \lambda \max_r C_i(x, 1).$$  \hspace{1cm} (9)

**Persistence.** Enforcing long, persistent trajectories is key to avoiding unnecessary identity switches. Our spline representation allows us to identify the start and end points of each trajectory and impose a higher penalty on those that initiate or terminate far from the image border:

$$h_i^{per} = \mu \left( \delta(T_i(s_i)) + \delta(T_i(e_i)) \right) + \nu \cdot (e_i - e_1)^{-1},$$  \hspace{1cm} (10)

where $\delta(\cdot)$ denotes the distance to the image border. The last term penalizes short trajectories.

**High-order data fidelity.** The unary data term from Eq. (5) encourages trajectories to pass near the detections to better explain the observed image evidence. In practice we find that this alone frequently leads to trajectories that do not pass near any detection for extended periods (cf. Fig. 4(a)). While the model should allow for such gaps to be able to handle temporary target occlusions (Fig. 4(b)), it is important to penalize gaps that are too large. This aspect cannot be trivially incorporated into the unary data term as it requires the entire trajectory to be considered; we therefore integrate it into the label cost. Trajectories that are far away from detections over longer time spans are assigned a higher cost than those that are continually near detections:

$$h_i^{fid} = \xi \cdot \sum_k |G_k|^3,$$  \hspace{1cm} (11)

where the $G_k$ are the sets of all consecutive frames in which the trajectory $T_i$ does not pass near any detection (no matter whether these detections are assigned to $T_i$ or not, otherwise one would already have to know the data association).

**Mutual exclusion.** A further aspect of multi-target tracking is collision avoidance. The most natural approach may seem to formulate collision avoidance as a pairwise term – if two putative target locations are close to each other, add a high penalty unless at least one of them is labeled as an outlier. Unfortunately this complicates inference considerably, because repulsive edge potentials that favor two nodes having different labels are supermodular. While there are approximate inference algorithms that can deal with supermodular terms [15, 22], they still tend to lead to better approximate solutions for submodular energies.

Instead, we incorporate collision handling into the label cost. To this end, the minimal distance between all pairs of trajectories at the time where they are closest to each other is computed and used to define the label cost:

$$h_i^{col} = \zeta \cdot \left( \min_{\exists k \in O} \min_{0 < t < \tau} \|T_i(t) - T_j(t)\| \right)^{-1},$$  \hspace{1cm} (12)

where $O = \{ \max(s_i, s_j), \ldots, \min(e_i, e_j) \}$ is the temporal overlap of the two trajectories. An intuitive interpretation is that a configuration where two trajectories $T_i$ and $T_j$ are too close is highly unlikely or even physically impossible. In this case, the discrete optimization procedure will choose to abandon the one with the higher ID (i.e. $T_i$) because of its high label cost. This way trajectory hypotheses that were initially proposed earlier are favored over more recently generated ones (cf. Sec. 3.4).

**Regularization.** Finally, a constant regularization cost $h_i^{reg} = 1$ is used to penalize too many existing trajectories.

**Full label cost.** The entire label cost is thus defined as

$$h^l(T) = \sum_{i=1}^n h_i^{dyn} + h_i^{per} + h_i^{fid} + h_i^{col} + h_i^{reg}. \hspace{1cm} (13)$$

Note that the weighting relative to the unary and pairwise terms is controlled by $\kappa$, see Eq. (8). To understand the effect of Eq. (13) it is important to realize that the cost is only incurred for those trajectories that have at least one detection assigned to them.

### 3.4. Optimization

While optimization with label costs is challenging due to the fact that they are global terms, it can be approached...
using the integrated energy minimization framework of [9, 12]. To that end we alternate between minimizing Eq. (8) w.r.t. \( T \). Data association, i.e. minimization w.r.t. \( \varepsilon \), thereby benefits from a seamless integration of the label costs into the well studied \( \alpha \)-expansion framework with graph cuts, because the energy function remains submodular. This not only leads to strong local optima in practice, but also guarantees a bounded optimality gap (see [9] for details regarding the theoretical properties). Trajectory estimation, i.e. minimization w.r.t. \( T \), is somewhat more challenging because the label cost is difficult to optimize w.r.t. the trajectories \( T \). To cope with this, we temporarily disregard the label cost, perform least squares minimization of the remaining terms for each individual \( T_i \) and verify that this actually reduces the overall energy, including the label cost. If the overall energy with label cost is not reduced, the previous trajectory is retained. The energy from Eq. (8) can thus only decrease or stay the same.

The motivation is the following: on one hand, the simplified minimization is convex and can be carried out efficiently in closed form, yet is guaranteed to never increase the energy. On the other hand, the simplification should have only a small effect in the context of the complete optimization scheme: near good minima of the energy the gradient of \( h_\varepsilon(T) \) will be small, because the solution already obeys the physical constraints of Sec. 3.3; far from the minima, a large \( \frac{\partial}{\partial T_i} h_\varepsilon(T) \) would mean that a different path of the trajectories would be physically a lot more plausible while still staying close to the evidence, in which case it is likely to be picked up by the hypothesis expansion (see below). We thus prefer to defer the difficult aspects of the energy to subsequent iterations of the discrete optimization.

Generating initial trajectory hypotheses. The optimization is bootstrapped with an initial set of trajectory hypotheses obtained in two ways: We use RANSAC to fit trajectories to small randomly chosen subsets of detections (two in our case). To maximize the number of useful trajectory hypotheses, the random sampler prefers detections that are close in space and time, as well as trajectories that pass near more detections. Additionally, we generate candidate trajectories using an extended Kalman filter (EKF) initialized at all detections and using a variety of parameters. Although different sets of initial trajectory hypotheses may in general lead to slightly different results, we found that the variations of the final solution are marginal.\(^1\)

Expanding the hypothesis space. Depending on the initial number of trajectories, a hypothesis space with a fixed number of candidates may be too restrictive to obtain a strong minimum of the energy. To give the optimization more flexibility, we therefore expand the search space after each it-

\(^1\)It is a common observation that \( \alpha \)-expansion is largely independent of the initialization, unless the unaries are very weak.

![Figure 5. Convergence of the optimization. The energy keeps decreasing for 5-20 iterations (dashed lines, rescaled for visualization), and this is reflected in the tracking accuracy (solid lines).](image-url)
We compare our method to various baselines (Tab. 1), where we replace the \( \alpha \)-expansion step by a greedy labeling algorithm based on hypotheses from RANSAC. Given an initial set of trajectory hypotheses (the same as in Sec. 3.4), the baseline1 algorithm chooses the one with the lowest cost (based on a truncated Euclidean distance to all detections and separately tuning the threshold for better performance). All detections within the threshold are then removed and the next best trajectory is identified (similar to [1]). One issue of this greedy strategy is that the number of targets would grow until all detections have been explained by at least one trajectory. To prevent this, we only allow a trajectory to become active if the number of detections within the threshold is large enough. As expected, greedy data association quickly gets stuck in a local minimum and is not able to recover from this, which results in a large number of short trajectories. To improve this baseline, we enlarge the initial set with all trajectory hypotheses extracted from the final iteration of our discrete-continuous optimization (baseline2), and finally even with the ground truth trajectories (baseline3). We are still able to outperform this “cheating” baseline by 9.4 percentage points even when the correct trajectories are available for greedy model selection.

Next, we compare to several state-of-the-art trackers. To assess the benefits of the proposed formulation, we compare to the entirely discrete formulation of Breitenstein et al. [4], the entirely continuous formulation of Andriyenko and Schindler [3], as well as the recent particle filtering method of Breitenstein et al. [6]. Of these methods, [3] has been evaluated on the ground plane in 3D space, whereas the two others have published results in 2D image space.

Table 2 shows a comparison to the available 2D results. The outputs of all trackers, including ours, were evaluated by the PETS organizers using their testing protocol and withheld ground truth. In terms of MOTA we outperform the (nearly) globally optimal discrete method of Breitenstein et al. [4] by \( \sim 7 \) percentage points, and the particle filtering framework of Breitenstein even by \( \sim 14 \) percentage points, although compared to the latter the precision is slightly lower. Note that the gap in detection accuracy (MODA, not counting identity switches) is smaller, an indication that the improvement is indeed due to better data association.

To compare with the continuous formulation of [3] we use their publicly available ground truth data (see Tab. 3). Note that the 2D and 3D “ground truths” were annotated independently, and that the 3D evaluation requires a target radius in 3D world units (defined in [3] to be 1 m). The results thus differ. In the 3D evaluation, our method again achieves clearly better performance, tracking more targets and significantly reducing the number of track fragmentations and ID switches. The tracking precision on the TUD-Stadtmitte dataset is slightly lower. We note though that the low camera viewpoint makes precise 3D estimation rather

\[
\begin{array}{cccccc}
\text{2D perf.} & \text{MOTA} & \text{MOTP} & \text{FPR} & \text{FNR} & \text{ID Sw.} \\
\text{detector} & - & - & 38.6 \% & 27.2 \% & - \\
\text{baseline1} & 39.8 \% & 76.0 \% & 2.4 \% & 57.6 \% & 12.8 \\
\text{baseline2} & 61.1 \% & 74.7 \% & 9.7 \% & 29.1 \% & 10.2 \\
\text{baseline3} & 62.0 \% & 76.7 \% & 9.7 \% & 28.2 \% & 7.0 \\
\text{our method} & 71.4 \% & 74.7 \% & 4.4 \% & 24.1 \% & 7.0 \\
\end{array}
\]

Table 1. Average performance over four datasets (see text).

\[
\begin{array}{ccccccc}
\text{2D performance} & \text{MOTA} & \text{MOTP} & \text{MODA} & \text{MODP} \\
\text{Breitenstein et al. [4]} & 82 \% & 56 \% & 85 \% & 57 \% \\
\text{Berclaz et al. [6]} & 75 \% & 60 \% & 89 \% & 60 \% \\
\text{our method} & 89.3 \% & 56.4 \% & 90.8 \% & 57.3 \% \\
\end{array}
\]

Table 2. Comparison of our proposed method to two state-of-the-art trackers on PETS’09 S2.L1. The results of [3, 6] were extracted from Fig. 3 in [10] and are therefore rounded to the closest integer.

\[
\begin{array}{ccccccc}
\text{3D perf.} & \text{MOTA} & \text{MOTP} & \text{MT} & \text{ML} & \text{FM} & \text{ID Sw.} \\
\text{TUD-Stadtmitte} & 61.8 \% & 63.2 \% & 6 \% & 0 \% & 1 \% & 4 \% \\
\text{[3]} & 60.5 \% & 65.8 \% & 6 \% & 0 \% & 4 \% & 7 \% \\
\text{PETS’09 S2.L1} & 95.9 \% & 78.7 \% & 22 \% & 0 \% & 8 \% & 10 \% \\
\text{[3]} & 81.4 \% & 76.1 \% & 19 \% & 0 \% & 21 \% & 15 \% \\
\end{array}
\]

Table 3. Comparison of our approach to the purely continuous framework of [3] using their publicly available ground truth.
difficult (for both the tracker and the annotator). Fig. 6 illustrates our tracking results. Note that our method shows robust performance independent of viewpoint and target size.

5. Conclusion and Future Work

We presented a global multi-target tracking approach that jointly addresses data association and trajectory estimation by minimizing a consistent discrete-continuous energy. The method proceeds iteratively by solving data association to (near) global optimality by α-expansion with label costs, and analytically fitting continuous trajectories to the assigned detections. We demonstrated that the proposed formulation outperforms greedy data association, as well as both discrete and continuous state-of-the-art trackers. In future work we plan to explore alternative labeling algorithms to go beyond submodular pairwise terms.
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